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 This study aims to identify the factors influencing customer churn at PT 
XYZ, a B2B application-based company selling essential goods. 
Machine learning algorithms such as Random Forest and Logistic 
Regression were used to predict churn based on demographic and 
behavioral variables, including age, membership duration, monthly 
transaction averages, spending value, and product variety. Transaction 
data from January 2023 to August 2024 was analyzed to understand 
partner behavior patterns. The results indicate that the Random Forest 
algorithm provides more accurate predictions than Logistic Regression, 
based on evaluation metrics such as accuracy, precision, recall, and 
ROC-AUC. This study provides strategic insights for PT XYZ to reduce 
churn and maintain customer purchase retention through a data-driven 
approach. 
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INTRODUCTION 

Technological advancements have transformed business operations, especially in the 
Business-to-Business (B2B) sector. Many B2B companies have adopted application-based 
platforms to facilitate transactions with their business partners. PT XYZ, a B2B company 
specializing in the distribution of essential goods such as eggs, vegetables, fruits, and other 
household necessities, leverages mobile technology to serve its partners. Since its 
establishment in 2017, PT XYZ has built a customer network of 2,400 partners across 
Jabodetabek and Bandung as of August 31, 2024. These partners, primarily housewives, 
sell basic needs products to their neighbors, friends, and local communities. 

Customer retention and reducing churn are crucial for sustainable business growth in 
the B2B industry. Churn, defined as the cessation of service use by customers or partners, 
presents a critical challenge (Matuszelański & Kopczewska, 2022). This issue is even more 
pressing in the B2B context due to the larger transaction volumes and recurring nature of 
business relationships, where the loss of a single partner can significantly impact revenue. 
According to Recurly (2024), a healthy churn rate for SaaS B2B companies ranges between 
5% to 7% annually. However, data from PT XYZ revealed a churn rate of 20.96% in 2024, 
significantly higher than industry benchmarks. This high churn rate underscores the urgency 
of identifying the determinants of churn at PT XYZ and implementing predictive models to 
mitigate it. 
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Machine learning has proven effective in predicting churn by identifying high-risk 
customers based on historical data (Mirkovic et al., 2022). Algorithms such as Random 
Forest and Logistic Regression are particularly suitable for churn prediction due to their 
ability to handle classification tasks efficiently. Random Forest, an ensemble learning 
method, constructs multiple decision trees and aggregates their results to enhance 
prediction accuracy (Matuszelański & Kopczewska, 2022). Logistic Regression, widely used 
for binary classification problems like churn, is helpful for interpreting the linear relationships 
between independent variables and the likelihood of churn (Russo et al., 2016). 

This study utilizes machine learning techniques to predict customer churn at PT XYZ, 
focusing on demographic and behavioral variables such as age, membership duration, 
transaction frequency, and spending patterns. By leveraging historical transaction data from 
January 2023 to August 2024, the study seeks to provide actionable insights into the most 
significant factors influencing churn and recommend strategies to improve customer 
retention. The findings will not only assist PT XYZ in addressing its churn challenges but 
also contribute to the broader understanding of churn management in the B2B context. 

  
Literature Review  
Customer Churn in B2B Contexts 
Customer churn, defined as the cessation of service use by customers or business partners, 
is a significant challenge across industries, particularly in the Business-to-Business (B2B) 
sector (Matuszelański & Kopczewska, 2022). Unlike the Business-to-Consumer (B2C) 
sector, where churn often involves individual customers, churn in the B2B sector can have a 
disproportionate financial impact due to the typically larger transaction volumes and 
recurring nature of the relationships. Retaining customers is far more cost-effective than 
acquiring new ones, with the cost of new customer acquisition estimated to be five times 
that of retaining an existing customer (Jamjoom, 2021). 

In the B2B SaaS industry, a healthy churn rate ranges between 5% and 7% annually 
(Recurly, 2024). However, PT XYZ’s churn rate of 20.96% in 2024 is significantly above this 
benchmark, highlighting the need for urgent interventions to address this issue. Various 
factors, including changes in customer needs, competitive offerings, and perceived service 
quality, influence churn (Kriti, 2019). 

 
Determinants of Customer Churn 
The factors influencing customer churn can broadly be categorized into demographic and 
behavioral variables. Demographic Factors: Variables such as age, gender, marital status, 
and geographical location play a crucial role in predicting churn. For example, older 
customers or those with stable marital status are more likely to remain loyal to a service, 
while younger and unmarried customers exhibit a higher likelihood of churn (Jahromi et al., 
2014; Mirkovic et al., 2022). 

Behavioral Factors: Average transaction frequency, average spending value, average 
product variety, and average discount utilization are among the behavioral variables that 
significantly impact churn. Customers with declining transaction frequency or lower 
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engagement are at higher risk of churning (Van Haver, 2017). Additionally, customers who 
purchase diverse products and regularly take advantage of promotions tend to show greater 
loyalty (Mirkovic et al., 2022). 

 
Machine Learning for Churn Prediction 
Machine learning (ML) has emerged as a powerful tool for analyzing and predicting 
customer churn. By leveraging historical data, ML algorithms can identify patterns and high-
risk customers with greater accuracy than traditional methods (Matuszelański & 
Kopczewska, 2022). 

 Random Forest: Random Forest is an ensemble learning method that constructs 
multiple decision trees and combines their predictions to improve accuracy and reduce 
overfitting (Liu, Wang, & Zhang, 2012). It is particularly effective for complex classification 
problems like churn prediction, as it can handle large datasets with multiple variables while 
minimizing the impact of outliers (Couronné et al., 2018). 

Logistic Regression: Logistic Regression is a simpler and widely used method for 
binary classification tasks, including churn prediction. It provides interpretable coefficients 
that quantify the relationship between independent variables and the likelihood of churn, 
making it a valuable tool for understanding the factors driving churn (Russo et al., 2016). 

 
Previous Research 
Previous studies have highlighted the effectiveness of ML in churn prediction. For instance, 
Matuszelański & Kopczewska (2022) demonstrated that Random Forest outperformed 
Logistic Regression in accuracy and predictive power for churn analysis in the e-commerce 
sector. Similarly, Mirkovic et al. (2022) showed that behavioral variables, such as transaction 
frequency and discount utilization, significantly influenced churn predictions in a B2B 
context. 
 

RESEARCH METHOD 
This study adopts a structured approach to analyze and predict customer churn at PT XYZ 
using machine learning techniques. The methodology incorporates the CRISP-DM (Cross-
Industry Standard Process for Data Mining) framework, a widely accepted standard for 
data-driven projects, combined with specific steps tailored to the B2B context of PT XYZ. 

 
Figure 1. CRISP-DM Process Model for Data Mining 
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Business Understanding 
The primary objective of this study is to understand and address the high churn rate at PT 
XYZ, a B2B application-based company. PT XYZ provides essential goods such as eggs, 
vegetables, and fruits to partners who sell them to their communities. The churn rate of 
20.96% in 2024, significantly higher than the industry average of 5%-7% (Recurly, 2024), 
underscores the need for predictive analysis and intervention strategies. 
 
Data Understanding 
Data was collected from PT XYZ’s transaction records spanning January 2023 to August 
2024. The dataset includes both demographic and behavioral variables that are known to 
influence customer churn (Matuszelański & Kopczewska, 2022; Jahromi et al., 2014). The 
variables include: 

1. Demographic Variables, Gender, age, marital status, and delivery area. 
2. Behavioral Variables, Membership duration, average monthly transaction frequency, 

average spending, average product variety, average discount utilization, delivery 
method, and partner activity level. 

 
Data Preparation 
The data preparation phase included several critical steps: 

1. Data Cleaning, Removing duplicates and handling missing values (Mirkovic et al., 
2022). 

2. Standardization, Normalizing numerical variables to ensure consistency in modeling. 
3. Conversion to Factors, Transforming categorical variables into factor types to align 

with machine learning requirements. 
4. Reliability Testing, Cronbach’s Alpha was used to evaluate the reliability of variables, 

ensuring internal consistency (Van Haver, 2017). Variables with alpha values ≥ 0.7 
were retained. 

5. Multicollinearity Testing, Variance Inflation Factor (VIF) was calculated to detect and 
address multicollinearity. Variables with VIF values > 10 were excluded to ensure 
model robustness (Russo et al., 2016). 

6. Correlation Analysis, Conducting a correlation matrix analysis to understand 
relationships between variables. 

 
Modeling 
Two machine learning algorithms were utilized to build predictive models for customer 
churn: Random Forest: This ensemble learning algorithm creates multiple decision trees and 
combines their predictions to enhance accuracy and reduce overfitting (Liu, Wang, & Zhang, 
2012). Random Forest is particularly effective for classification problems involving complex 
and noisy data (Couronné et al., 2018). Logistic Regression: A widely used method for 
binary classification, Logistic Regression was employed to interpret the influence of 
independent variables on churn probability (Russo et al., 2016). 
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Model Evaluation 
The performance of the predictive models was evaluated using standard metrics: 

1. Accuracy, The proportion of correct predictions out of the total predictions made. 
2. Precision, The ratio of true positives to the total predicted positives. 
3. Recall, The ratio of true positives to the total actual positives. 
4. F1-Score, The harmonic mean of precision and recall, balancing the trade-off between 

the two metrics. It is particularly useful when the class distribution is imbalanced 
(Matuszelański & Kopczewska, 2022). 

5. ROC-AUC, The area under the Receiver Operating Characteristic curve, which 
measures the ability of the model to differentiate between classes (Matuszelański & 
Kopczewska, 2022). 

 
Implementation Framework 
The modeling and analysis were conducted using RStudio, a statistical programming 
environment. The dataset was split into training (80%) and testing (20%) sets to ensure 
robust evaluation through cross-validation techniques. 
 

RESEARCH RESULT 
Descriptive Statistics 
The descriptive analysis provides a comprehensive overview of the dataset, including 
demographic and behavioral variables. 

Table 1. Descriptive Statistics for Numerical Variables 
Variable N (Obs) Mean Std. Dev Median Min Max 

Membership Duration 
(months) 

941 30.10 22.03 23 2 82 

Age (years) 941 40.37 10.32 39 18 74 
Average Transactions 
per Month 

941 4.38 9.40 2.00 0.00 192.75 

Average Monthly 
Spending (IDR) 

941 1,443,047 4,675,202 390,540 18,201 100,936,905 

Average Product 
Variety per Month 

941 7.06 10.12 4.00 0.00 124.90 

Average % Discount 
per Month 

941 1.93 4.40 1.20 0.00 92.16 

% Partner Activity 941 53.65 27.97 56.00 5.00 100.00 
Source: Primary Data Processed 

Demographic and Behavioral Insights 
The dataset reveals that the majority of partners are female (75%), with males accounting 
for the remaining 25%. Approximately 89% of the partners are married, while 11% are 
either single or widowed. These demographic characteristics highlight the predominance of 
family-oriented individuals within PT XYZ's partner base. 
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In terms of behavioral insights, around 94% of partners prefer door-to-door delivery 
services, reflecting a strong inclination toward convenience, while 6% utilize pick-up facility. 
Additionally, most deliveries (93%) are concentrated in urban regions, with only 7% 
distributed across suburban and rural areas. These findings emphasize the importance of 
urban-focused strategies and the need to cater to varying delivery preferences among 
partners. 

 
Data Preparation Result 
The data preparation phase was conducted to ensure the reliability and validity of the 
dataset, which is crucial for building accurate machine learning models. 
 
Data Cleaning 
The dataset was cleaned by removing duplicates and handling missing values: Duplicate 
Data: Duplicate entries in the partner dataset were identified and removed, leaving 937 
unique records from the original 941. Missing Data: Missing values were analyzed and 
handled using mean imputation for numerical variables and mode imputation for categorical 
variables 
 
Reliability Testing 

Table 2. Cronbach’s Alpha Values for Variables 
Variable α (alpha) 

Membership Duration (months) 0.45 
Partner Age 0.37 
Average Transactions per Month 0.73 
Average Spending per Month 0.64 
Average Product Variety per Month 0.67 
Average % Discount per Month 0.28 
% Partner Activity 0.30 

Source: Primary Data Processed 

Cronbach's Alpha was used to measure the internal consistency of numerical 
variables. The results indicated: Variables such as "Monthly Transactions" (α = 0.73) and 
"Monthly Spending" (α = 0.64) showed acceptable reliability. Variables like "Partner 
Activity" (α = 0.30) and "Monthly Discounts" (α = 0.28) were less reliable but retained due 
to their theoretical importance 

 
Multicollinearity Testing 

Table 3. Variance Inflation Factor (VIF) Values for Variables 
Variable VIF 

Membership Duration (months) 1.12966 
Partner Age 1.06277 
Average Transactions per Month 1.52874 
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Variable VIF 
Average Spending per Month 1.23198 
Average Product Variety per Month 1.41181 
Average % Discount per Month 1.01664 
% Partner Activity 1.00430 

Source: Primary Data Processed 

The Variance Inflation Factor (VIF) values for all variables were below the threshold of 
10, indicating no significant multicollinearity issues. This confirms that the independent 
variables are suitable for use in the machine learning models without the risk of redundancy 
or inflated standard errors (Hair et al. 2019). 
Correlation Analysis 

 
Figure 2. Correlation Plot Among Variables 

Source: Primary Data Processed 
A correlation analysis was conducted to evaluate the relationships among the 

variables in the dataset. The correlation matrix helped identify significant relationships, 
ensuring the most relevant variables were prioritized for the predictive models. The 
correlation plot (Figure 2) highlights the following key findings: Strong Positive Correlation: 
The highest correlation was observed between X7 (Average Transactions per Month) and 
X8 (Average Spending per Month) (r = 0.69), indicating that higher spending aligns with 
increased transaction frequency. Moderate Correlation: A moderate correlation was noted 
between X6 (Membership Duration) and X7 (Transaction Frequency) (r = 0.57), suggesting 
that longer memberships slightly influence transaction frequency. Low or Negligible 
Correlations: Other variables showed minimal relationships, with coefficients near 0, 
indicating low interdependence (Matuszelanski & Kopczewska, 2022) 
 
Machine Learning Results 
This section summarizes the results from the two predictive models: Random Forest and 
Logistic Regression. Both models were trained on 80% of the dataset and tested on the 
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remaining 20%. The evaluation metrics include accuracy, precision, recall, ROC-AUC, 
feature importance, and p-values for interpretability. 

 
Figure 3. Feature Importance Bar Chart for Random Forest 

Source: Primary Data Processed 
 

Table 4. P-Values of Independent Variables in Logistic Regression 
Variable P-Value Significance 

Membership Duration (months) 0.00000 Highly Significant 
Average Transactions per Month 0.00070 Highly Significant 
Average Product Variety per Month 0.02755 Significant 
Average Spending per Month 0.04358 Significant 
Partner Age 0.03687 Significant 
Delivery Area: Jakarta Utara 0.23038 Marginally Significant 
Average % Discount per Month 0.05805 Marginally Significant 
Gender 0.62735 Not Significant 
Marital Status 0.67117 Not Significant 
Delivery Area: Kabupaten Tangerang 0.69042 Not Significant 
Delivery Area: Depok 0.75774 Not Significant 
Delivery Method 0.73665 Not Significant 
% Partner Activity 0.70170 Not Significant 
Delivery Area: Bekasi 0.72707 Not Significant 

Source: Primary Data Processed 
The logistic regression equation used to calculate the probability of churn is as follows: 

 
Where : 
logit(P(Y=1))=−1.821631+0.174663X1+0.062792X2−0.377706X31+0.121717X32−
0.648899X33−1.052401X4−0.214254X5−3.01935X6−0.524082X7+0.244668X8+0
.263785X9−0.254036X10+0.001362X11 
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Table 5. Summary of Model Metrics 
Metric Random Forest Logistic Regression 

Akurasi 87.17% 78.07% 
Precision 71.10% 33.30% 
Recall 74.40% 57.70% 
F1 Score 72.70% 42.30% 
AUC-ROC 91.90% 72.80% 

Source: Primary Data Processed 

 
Figure 4. ROC Curve Comparison Random Forest and Logistic Regression 

 
Interpretation of Model Performance 
The comparison of the two machine learning models highlights their distinct strengths. The 
Random Forest model is recommended for predicting churn due to its superior performance 
across multiple metrics, including accuracy, precision, recall, and its capability to handle 
nonlinear relationships and interactions among variables. In contrast, the Logistic 
Regression model excels in interpretability, providing clear insights into the statistical 
significance of predictors and the underlying factors driving churn. 

Based on the feature importance values from the Random Forest model and the p-
values from the Logistic Regression model, the key variables influencing churn are as 
follows: Membership Duration (months): Highly significant in both models, suggesting that 
partners with shorter memberships are more prone to churn. Average Transactions per 
Month: Identified as a top predictor, with high feature importance in Random Forest and a 
statistically significant p-value in Logistic Regression. Average Spending per Month: A 
critical behavioral variable with substantial importance in Random Forest and statistical 
significance in Logistic Regression. 
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Average Product Variety per Month: Moderately important in Random Forest and 
statistically significant in Logistic Regression. Partner Age: Significant in Logistic 
Regression, though less emphasized in Random Forest. These variables underline the 
dominant role of behavioral factors—particularly spending, transaction frequency, and 
membership duration—in predicting churn. To address churn effectively, PT XYZ should 
prioritize monitoring these factors and implement targeted retention strategies, such as 
personalized campaigns or loyalty programs, aimed at partners exhibiting signs of 
disengagement. 

 
CONCLUSION 

Based on the research conducted on customer churn at PT XYZ, several key conclusions can 
be drawn. Behavioral variables, such as Average Spending per Month, Transaction 
Frequency, and Membership Duration, emerged as significant predictors of churn. These 
variables were consistently identified as critical factors in both the Random Forest and 
Logistic Regression models, demonstrating their importance in explaining partner behavior. 
Additionally, demographic variables, including Age and Delivery Area, played a lesser but 
noticeable role in influencing churn trends. The Random Forest model demonstrated 
superior predictive accuracy (87%) and a high ROC-AUC score (0.91), establishing it as the 
preferred tool for churn prediction. This model's ability to capture complex interactions and 
nonlinear relationships between variables made it highly effective for prediction. On the 
other hand, the Logistic Regression model provided valuable interpretability by highlighting 
statistically significant variables with p-values. This interpretability is critical for deriving 
actionable insights that can inform strategic decisions. To mitigate churn and improve 
partner retention, PT XYZ should enhance its operational processes. This includes investing 
in advanced data monitoring systems that can track key behavioral metrics such as 
transaction frequency and monthly spending in real time. Reliable delivery services and 
improved service quality in underperforming areas should be prioritized to address external 
factors contributing to churn. Furthermore, personalized interventions based on these 
insights can strengthen partner relationships and encourage loyalty. By streamlining 
operations and proactively addressing partner needs, PT XYZ can create a more reliable and 
engaging ecosystem for its partners. To further improve churn prediction and management, 
PT XYZ should consider incorporating additional variables into its models, such as customer 
satisfaction scores, feedback data, and competitor influences. These factors could provide 
deeper insights into partner behaviors and reasons for churn. Additionally, adopting 
advanced machine learning techniques like Gradient Boosting or Neural Networks may 
enhance predictive accuracy and uncover complex patterns within the data. Continuous 
improvement of the models through regular updates and retraining with new data will 
ensure their relevance and effectiveness over time. By embracing these enhancements, PT 
XYZ can stay ahead of market dynamics and foster long-term partner loyalty. By integrating 
these findings and recommendations, PT XYZ can effectively address churn, foster stronger 
partner relationships, and drive sustainable business growth. 
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